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The ability of intermolecular potentials to correctly predict the thermodynamic properties of liq-
uid water at a density of 0.998 g/cm3 for a wide range of temperatures (298–650 K) and pressures
(0.1–700 MPa) is investigated. Molecular dynamics simulations are reported for the pressure, ther-
mal pressure coefficient, thermal expansion coefficient, isothermal and adiabatic compressibilities,
isobaric and isochoric heat capacities, and Joule-Thomson coefficient of liquid water using the non-
polarizable SPC/E and TIP4P/2005 potentials. The results are compared with both experiment data
and results obtained from the ab initio-based Matsuoka-Clementi-Yoshimine non-additive (MCYna)
[J. Li, Z. Zhou, and R. J. Sadus, J. Chem. Phys. 127, 154509 (2007)] potential, which includes po-
larization contributions. The data clearly indicate that both the SPC/E and TIP4P/2005 potentials are
only in qualitative agreement with experiment, whereas the polarizable MCYna potential predicts
some properties within experimental uncertainty. This highlights the importance of polarizability for
the accurate prediction of the thermodynamic properties of water, particularly at temperatures beyond
298 K. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4832381]

I. INTRODUCTION

The important role played by water in biological, chemi-
cal, physical, and technical processes has been the impetus for
many attempts to predict its properties. Historically, predict-
ing the properties of water involved either empirical correla-
tions or equation of state modeling.1, 2 More recently molec-
ular simulation3 has become arguably the method of choice
because of the nexus between underlying intermolecular in-
teractions and observable macroscopic properties. In addition
to validating theory, molecular simulation is used increasingly
to provide worthwhile predictions to both guide and supple-
ment experimental work.

In general, the use of molecular simulation usually re-
quires the a priori postulation of an intermolecular potential
to evaluate inter-particle forces or energies. There are many
alternative intermolecular potentials for water.4 The basis of
many water potentials is at best semi-empirical, although
some progress5 has been made in developing intermolecular
potentials from first principles. The most widely used mod-
els are rigid and variants of either the four-site6 transferable
interaction potential (TIP4P) or the three-site simple point
charge (SPC, SPC/E) models.7, 8 The appeal of such poten-
tials is computational expedience and in many cases they have
provided worthwhile predictions. However, comparisons with
experiment are often focused at relatively low temperatures
and pressures, with a temperature (T) of 25 ◦C and a pressure
(p) of 1 atm being a popular choice.

Simple intermolecular potentials for water have been
evaluated for such properties as viscosities and diffusion,9–11

dielectric constants,10–12 and water anomalies.13, 14 In con-
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trast, thermodynamic properties have been much less widely
investigated. Molecular simulation of the thermodynamic
properties for water, and indeed other molecular systems, re-
ported in the literature10, 15, 16 are often confined to quantities
such as pressure, energy (E), isochoric (CV ), and isobaric (CP)
heat capacities, whereas properties such as the pressure co-
efficient (γV ), thermal expansion coefficient (αP), isothermal
(βT) and adiabatic (βS) compressibilities, Joule-Thomson co-
efficient (μJT), and the speed of sound (wo) are much less
commonly reported. Vega and Abascal11 compared 17 proper-
ties obtained from the most widely used non-polarizable wa-
ter models (TIP3P, SPC/E, TIP4P, TIP4P/2005, and TIP5P).
The comparison included isobaric heat capacity and com-
pressibility but it was restricted to only a few state points.

Typically only a few properties can be observed di-
rectly from a single molecular simulation.17, 18 In practice,
the isothermal-isobaric (NpT) ensemble (N denotes number
of particles) is used to calculate13, 15 Cp, βT, αP, the canoni-
cal (NVT) ensemble (V denotes volume) is used17 for CV , and
μJT is often calculated19 in the isobaric-isenthalpic (NpH) en-
semble (H denotes enthalpy). However, for molecular simu-
lation calculations it is both inconvenient and time consum-
ing to switch between different ensembles to obtain the de-
sired structures, fluctuations, and response functions. In con-
trast, Lustig20 showed that, in principle, it is possible to cal-
culate all thermodynamic state variables from key derivatives
obtained directly from either molecular dynamics (MD) or
Monte Carlo (MC) simulations. The advantage of Lustig’s
method is that it allows us to directly obtain all the thermo-
dynamic quantities of a fluid from a single MD simulation.

Recently,21 Lustig’s method for the microcanonical en-
semble was used to predict the thermodynamic proper-
ties of water over a wide range of temperatures using

0021-9606/2013/139(19)/194505/10/$30.00 © 2013 AIP Publishing LLC139, 194505-1

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

136.186.72.15 On: Thu, 09 Jan 2014 08:57:20

http://dx.doi.org/10.1063/1.4832381
http://dx.doi.org/10.1063/1.4832381
http://dx.doi.org/10.1063/1.4832381
mailto: rsadus@swin.edu.au
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4832381&domain=pdf&date_stamp=2013-11-21


194505-2 I. Shvab and R. J. Sadus J. Chem. Phys. 139, 194505 (2013)

the Matsuoka-Clementi-Yoshimine non-additive (MCYna)
potential,22 which combines the ab initio two-body MCY
potential23 with an explicit evaluation of induction forces.
In many cases excellent agreement with experiment was ob-
tained, demonstrating the importance of polarization on ther-
modynamic properties. Nonetheless, from a practical perspec-
tive it is desirable to use simple intermolecular potentials such
as either SPC/E8 or TIP4P/200515 because they are com-
putationally easy to handle and included in many software
packages.

The question that was left unanswered by previous work
is can such simple intermolecular potentials also provide good
predictions of thermodynamic properties? Addressing this is-
sue is particularly important when studying mixtures in which
water is a crucial component. For example, water is an im-
portant contributor to many biological systems. However, in
the modeling of such systems, the main emphasis is often on
the biomolecule or macromolecule and a simple representa-
tion of water is used. Indeed, the force fields of biomolecules
are commonly parameterized for particular water potentials.
Therefore, information regarding the limitations of water po-
tentials is also highly desirable for improving the prediction
of aqueous mixtures.

The goal of this work is to address this issue by calcu-
lating the thermodynamic properties of water from ambient
conditions to the critical temperature using the SPC/E and
TIP4P/2005 potentials and comparing the results to both ex-
perimental data and results obtained from the MCYna poten-
tial. This comparison will allow us to further elucidate the
influence of polarization on the prediction of the thermody-
namic properties of water.

II. MOLECULAR SIMULATION

A. Brief overview of the method

The method used for the NVT ensemble is based on the
Massieu-Planck24 system of thermodynamics and proceeds
from the fundamental entropy equation S(N,V,E) and de-
vises different forms, such as the Helmholtz function A/T

= A(N,V, 1/T ), via successive Legendre transformations.24

Lustig17 extensively described details of the NVT ensemble
formalism and only the salient features are given here. In sta-
tistical mechanics the Helmholtz function A/T is connected
with the logarithm of the partition function �(β, V,N ) via
the simple relationship

−βA(β, V,N ) = ln �(β, V,N ), (1)

where β = 1/kT and k is Boltzmann’s constant. As
a consequence, any thermodynamic property can be ob-
tained from some combination of partial derivatives of
the function A(N,V, 1/T ), or equivalently of the function
�(β, V,N ). The basic partial derivative of the partition func-
tion �(β, V,N ) with respect to the independent state vari-
ables β and V has the following form:
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where 〈...〉 is the NVT ensemble average and δij is the Kro-
necker delta. The Pk

l,m polynomial and the term cilkWilk

which is a product of negative volume derivatives Wilk

= −(∂iβU/∂V i)β,N of the potential energy divided by tem-
perature are described in detail in Ref. 17.

The formalism outlined above is valid for any assumed
intermolecular potential energy function U(q). In this work
we restrict ourselves to molecular pair interaction of atomic

systems U (q) =
N−1∑
i=1

N∑
j=i+1

uij (rij ), where rij is the distance

between atoms i and j. The volume derivatives of nth order
are given by
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= 1
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where the coefficients ank are constructed using recursive
relations.17 All thermodynamic properties are then expressed
in terms of NVT partition functions via Eqs. (2) and (4). The
resulting thermodynamic state variables used in our study are
summarized in Table I.

B. Intermolecular potentials

This work is focused on two of the most widely used
rigid water models, namely, the SPC/E8 and TIP4P/200515

potentials. These potentials are computationally efficient and
provide a very good representation of many properties of liq-
uid water at ambient conditions.11 As such, they are an ap-
propriate starting point for investigating liquid water over a
wider range of temperature and pressure. In both cases, the
potentials combine contributions from both Lennard-Jones

TABLE I. Thermodynamic properties expressed in terms of derivatives of
the partition function.17

Thermal pressure coefficient γV = k�01 − (�11 − �01�10)/T

Isothermal compressibility 1
βT

= −V kT (�02 − �2
01)

Adiabatic compressibility 1
βS

= 1
βT

+ T V
N

γ 2
V

CV

Thermal expansion coefficient αp = γV βT

Isochoric heat capacity CV = �20−�2
10

NkT 2

Isobaric heat capacity CP = CV − k�01−(�11−�01�10)2/T

N(�02−�2
01)

Speed of sound ω2
0 = V

MβS

Joule-Thomson coefficienta μJT = γV −1/(TβT )
N ·CV /(V TβT )+γ 2

V

aNote that in Ref. 17, the sign in the numerator of Eq. (20c) is reversed.
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interactions and an electrostatic term:
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where rij and roo
ij are the distances between charged sites and

oxygen atoms, respectively, and ε0 is the permittivity of the
vacuum. The SPC/E and TIP4P/2005 models differ with re-
spect to the geometry of the water molecule and the values of
the size (σ ) and energy (ε) parameters, and charges qi.

The SPC/E potential uses a rigid three-site water model
with an oxygen-hydrogen (O–H) distance of 1 Å and a H–O–
H angle of 109.47◦. Values of the parameters are σ = 3.166 Å
and ε = 0.65 kJ/mol with a charge of +0.4238 on both
H atoms and a charge of −0.8427 on the O atom. The
TIP4P/2005 potential uses a rigid four-site water model with
an O–H distance of 0.9572 Å and a H–O–H angle of 104.52◦.
Values of the parameters are σ = 3.1589 Å and ε = 0.7749
kJ/mol with a charge of +0.5564 on both H atoms. A signifi-
cant difference for the TIP4P/2005 potential compared to the
SPC/E potential is a charge of −1.1128 that is not located on
the O atom but is instead displaced by 0.1546 Å on a bisector
between the H atoms.

The equilibrium and coexistence properties of these
two models have been extensively investigated.8, 11, 13 Vega
and Abascal11 reported a detailed comparison of the ac-
curacy of popular rigid and non-polarizable water models.
The main conclusion from this analysis was that the SPC/E
and TIP4P/2005 are the most accurate three-site and four-
site models, respectively. The TIP4P/2005 and SPC/E poten-
tials were developed to fit properties such as the temperature
of maximum density, vapor-liquid equilibria, and enthalpy
of vaporisation of liquid water at ambient conditions. The
TIP4P/2005 potential can be also used to correctly reproduce
the water-ice phase diagram. However, these potentials also
have a number of shortcomings such as: a low temperature of
maximum density; a high expansion coefficient (SPC/E); low
dielectric constants (TIP4P/2005); and a low dipole moment
(SPC/E and TIP4P/2005). These deficiencies can be at least
partly attributed to the nature of the parameterization, which
was targeted at optimizing agreement with other properties.

Polarizability is being increasingly recognised as an
important contribution for improving the predictive capa-
bility of water intermolecular potentials. As reviewed in
Ref. 25, more than 20 polarizable water models have been
developed with varying success, e.g., MCY,23 SPC flexi-
ble charge,26 (SPCFQ), revised polarization27 (RPOL), and
the Gaussian charge polarizable model28 (GCPM) potentials.
Some early polarizable models proved to be inferior to their
non-polarizable counterparts,25 which can be partly explained
by limitations of computational resources. However, more re-
cently good results21, 29–31 have been reported for polarizable
potentials such as the MCYna21 and Baranyai-Kiss29 (BKd3)
potentials.

The MCYna intermolecular potential is the sum of two-
body additive u2, non-additive three-body u3, and polarizable

upol contributions

u(�r) =
N∑

i<j

u2(�ri, �rj ) +
N∑

i<j<k

u3(�ri, �rj , �rj ) + upol. (6)

The contribution of two-body interactions is obtained from
the ab initio MCY potential:20

u2 = q2 ·
(

1
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+ 4q2
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− 2q2
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+ a3(e(−b3r16) + e(−b3r26) + e(−b3r35) + e(−b3r45))

− a4(e(−b4r16) + e(−b4r26) + e(−b4r35) + e(−b4r45)). (7)

The meaning of the parameters is the same as given in
the literature.22, 23 The non-additive contributions to inter-
molecular interactions arise for induction interactions, re-
sulting from molecular polarizability, short-range repulsion,
and dispersion interactions. The MCYna potential uses the
Axilrod-Teller32 triple dipole term to account for non-additive
dispersion interactions,

u3 = ν(1 + 3 cos θi cos θj cos θk)

(rij rikrjk)3
, (8)

where θ i, θ j, and θ k are inside angles of the triangle formed
by three atoms denoted by i, j, and k, and rij, rik, and rjk are
the three side lengths of the triangle. The parameter ν is the
non-additive coefficient, which can be determined from ex-
periment. The value of upol is obtained by determining the
contribution of induced dipoles as detailed in Ref. 22. The
polarisation term is defined as

upol = −1

2

N∑
i=1

�μint
i · �Eo

i , (9)

where �E0 is the electrostatic field of surrounding charges, and
�μint

i is the induced dipole at site i given by
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In Eq. (10) αβ is the polarizability and Tij is the dipole tensor
given by

Tij = 1

4πεor
5
ij

[
3rij r

′
ij − r2

ij

]
. (11)

Molecular systems are generally characterised by charge con-
servation, which means that only monopole and dipole terms
(the first and the second terms inside the square brackets
in Eq. (10)) are necessary. To simplify the calculation, in-
tramolecular interactions are not considered. This means that
the induced dipole has no interaction with the partial charges
on the same water molecule. As discussed in Ref. 22, to im-
prove the calculation of the induced dipole, the polarizability
coefficient α = 1.44 Å3 is scaled by a factor of β = 0.557503
yielding in a polarizability term of αβ = 0.802804 Å3. This
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results in a dipole moment of 2.9 D, with 0.9 D attributed
to induction interactions. The upol term is the dominant non-
additive contribution, typically accounting for 30% of the to-
tal energy. In comparison u3 contributes approximately 1%–
2% to the total energy.22

C. Simulation details

Canonical NVT molecular dynamics simulations using
the Shake algorithm3 were performed for systems of N = 500
water molecules with a density of 0.998 g/cm3 and a tem-
perature range of 278–650 K. The Ewald summation method
was used to evaluate the long-range part of the Coulomb
potential.3 The convergence parameter for the Ewald sum was
α = 5.0/L, with summation over 5 × 5 × 5 reciprocal lattice
vectors, where L is the box length. A cut-off of L/2 was ap-
plied to two-body interactions. During the pre-equilibration
stage, the temperature was held constant by rescaling the ve-
locities every ten steps, which we found to be equivalent to
results obtained using a Gaussian thermostat. The simulations
were commenced from an initial face centered cubic lattice
with a time step of 2 fs. The systems were equilibrated for
500 ps before any ensemble averages were determined. At
each temperature, the total simulation time was at least 2 ns,
which corresponds to 106 time steps. The equations of mo-
tion were integrated using a leap-frog algorithm.3 Ensemble
averages were obtained by analysing post-equilibrium con-
figurations at intervals of 100 time steps and standard devi-
ations were determined. The calculated standard errors for
many quantities illustrated in Figs. 1–9 are similar to the size
of the symbols and error bars have been omitted.

III. RESULTS AND DISCUSSION

A. Reference data for water

Most of the experimental data for water reported in
the literature2 are at isobaric conditions whereas the MD
simulations in the NVT ensemble3 yield isochoric values.

FIG. 1. Pressure-temperature behavior of liquid water at a constant density
of 0.998 g/cm3 predicted by the SPC/E (blue �), TIP4P/2005 (red �), and
MCYna potential21 (◦) and compared to experimental data33 for water (—).
The lines through the data points are given only for guidance.

FIG. 2. Isothermal compressibility as a function of temperature predicted by
the SPC/E (blue �), TIP4P/2005 (red �), and MCYna potential21 (◦) and
compared to experimental data33 for water (—). The lines through the data
points are given only for guidance.

FIG. 3. Adiabatic compressibility as a function of temperature predicted by
the SPC/E (blue �), TIP4P/2005 (red �), and MCYna potential21 (◦) and
compared to experimental data33 for water (—). The lines through the data
points are given only for guidance.

FIG. 4. Thermal pressure coefficient as a function of temperature predicted
by the SPC/E (blue �), TIP4P/2005 (red �), and MCYna potential21 (◦) and
compared to experimental data33 for water (—). The lines through the data
points are given only for guidance.
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FIG. 5. Thermal expansion coefficient as a function of temperature predicted
by the SPC/E (blue �), TIP4P/2005 (red �), and MCYna potential21 (◦) and
compared to experimental data33 for water (—). The lines through the data
points are given only for guidance.

FIG. 6. Isochoric heat capacity as a function of temperature predicted by
the SPC/E (blue �), TIP4P/2005 (red �), and MCYna potential21 (◦) and
compared to experimental data33 for water (—). The lines through the data
points are given only for guidance.

FIG. 7. Isobaric heat capacity as a function of temperature predicted by the
SPC/E (blue �), TIP4P/2005 (red �), and MCYna potential21 (◦) and com-
pared to experimental data33 for water (—). The lines through the data points
are given only for guidance.

FIG. 8. Joule-Thomson coefficient as a function of temperature predicted by
the SPC/E (blue �), TIP4P/2005 (red �), and MCYna potential21 (◦) and
compared to experimental data33 for water (—). The lines through the data
points are given only for guidance.

Therefore, we must either convert the data or find an accu-
rate alternative to the experimental values. For this purpose,
we have used the International Association for the Proper-
ties of Water and Steam (IAPWS-95) software developed by
Wagner33 to calculate thermodynamic quantities at isochoric
conditions. However, IAPWS-95 can only be used to directly
calculate p, CV , CP, μJT, and w0. The remaining thermody-
namic quantities, namely, βT, βS, γV , and αP are then calcu-
lated using the following well-known relationships:24

βS = V

w2
0M

βT = βSCP

CV

γ 2
V = CV (β−1

S −β−1
T )

T V

αP = μJT CP

T V
+ 1

T

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (12)

where M is the total mass of the system.

FIG. 9. Speed of sound as a function of temperature predicted by the SPC/E
(blue �), TIP4P/2005 (red �), and MCYna potential21 (◦) and compared to
experimental data33 for water (—). The lines through the data points are given
only for guidance.
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TABLE II. Comparison with experiment for the thermodynamic properties of several water potentials at 298 K and 0.1 MPa.

Potential CV (J/mol K) CP (J/mol K) βT (1/GPa) βS (1/GPa) γV (MPa/K) αP (10−4/K) μJT (K/MPa) w0 (m/s) Ref.

SPC 62.350 76.674 0.461 0.375a 1.629a 7.51 −0.2034a 1635.7a 10, 34
SPC/E 79.325 80.385 0.476 0.470 0.731 3.48 −0.2006 1460.1 This work
SPC/Fw . . . 114.592 0.458 . . . 1.107a 2.00 . . . . . . 10
TIP4P 82.089 88.975 0.590 0.544a 0.746a 4.4 −0.1872a 1357.4a 14, 34
TIP4P/2005 81.797 82.582 0.497 0.492 0.618a 3.08 −0.1937 1427.2 This work
TIP5P 118.239 90.587 0.410 0.535a 1.177a 6.30 −0.1275a 1369.0a 14, 34
GCPM . . . 94.0 . . . . . . . . . 4.20 . . . . . . 28
MCY 70.800 . . . . . . . . . . . . . . . . . . 3040.0 23, 47
MCYna 74.357 74.636 0.448 0.446 0.383 2.63 −0.2295 1498.4 21
BKd3 . . . 88.0 0.450 . . . 0.488a 2.20 . . . . . . 29
IAPWS-95 74.836 75.770 0.448 0.446 0.567 2.54 −0.2215 1499.7 33
Experiment 74.44 75.312 0.458 0.425 0.436 2.00 −0.2216 1496.7 2

aThese values were calculated in this work from properties reported in the literature using the standard thermodynamic relationships given in Eq. (12).

B. Ambient thermodynamic properties

Table II compares experimental and simulation data for
a range of thermodynamic properties obtained from various
popular water models at 298 K and 0.1 MPa. The large range
in the values highlights the different abilities of the models
to correctly predict thermodynamic properties of water, and
the absence of one all-purpose water potential. To some ex-
tent, this disparity can be attributed to different force-field im-
plementations and calculation techniques. Comparative stud-
ies performed by Mao and Zhang,34 Wu et al.,10 and Vega
and Abascal,4 unexpectedly showed different results for the
same water model. For example, different values were ob-
tained for the isochoric and isobaric heat capacities using the
Ewald3 and particle-particle particle-mesh3 (PPPM) methods.
The unified calculation approach used here should reduce the
discrepancies between values obtained for the various ther-
modynamic properties.

C. Pressure

The temperature-pressure behavior of water in the liq-
uid phase is shown in Fig. 1. The IAPWS-95 reference data
increases nonlinearly up to the normal boiling temperature,
at which point the data increases almost linearly. The ini-
tial trend is probably caused by a reorganisation of the water
structure, namely, a gradual retreat from classical tetrahedral
structure, and increasing thermal fluctuations of the H-bond
network.

Both the SPC/E and TIP4P/2005 potentials show good
agreement with the IAPWS-95 data.33 Simulated pressures
from both water potentials show a close to a linear trend for
the whole range of temperatures. These potentials slightly
overestimate experimental data for the entire temperature
range. From 298 K and up to 420 K the discrepancy is slightly
higher which may be due to the excessive rigidity of the non-
polarizable SPC/E and TIP4P/2005 models. In contrast, the
isochore calculated from the MCYna potential21 is in much
better agreement with the experimental data over the entire
range of temperatures and it accurately reproduces the non-
linear behavior of pressure at low temperatures.

D. Isothermal and adiabatic compressibilities

The isothermal and adiabatic compressibilities reflect
how the density of the system changes with pressure. Com-
pressibility has a complex dependence from the local den-
sity of water and water clusters and the strength of hydro-
gen bonding. Both isothermal and adiabatic compressibilities
at ambient conditions have a value of 0.45 GPa−1, which is
strongly influenced by the cohesive nature of extensive H-
bonding. Due to strong thermal fluctuations with increasing
temperature, the structure of water starts collapsing, opening
up large cavities inside the H-bond network, and resulting in
a more open structure. As a consequence of this structural
change, the compressibility of water decreases with increas-
ing temperature and pressure.

Simulation results for βT and βS as functions of temper-
ature are compared with experimental data in Figs. 2 and 3,
respectively. The SPC/E and TIP4P/2005 potentials at 298 K
have values of βT = 0.476 and 0.497 GPa−1, respectively,
which is consistent with previous calculations.8, 10, 11 As re-
ported by Wu et al.10 and Abascal and Vega11 most rigid po-
tentials of the SPC and TIP families have thermal compress-
ibilities higher than that of real water. In contrast, flexible
SPC/Fw and F3C models have smaller βT, which indicate the
influence of internal degrees of freedom.10

Unlike constant pressure values,35 βT and βS at a con-
stant density of 0.998 g/cm3 keep gradually decreasing and
do not show any minima. At temperatures up to the normal
boiling temperature, the isothermal and adiabatic compress-
ibilities predicted by both the SPC/E and TIP4P/2005 poten-
tials are overestimated. Data from these potentials gradually
decrease with temperature, levelling off with the experimen-
tal data at around 355 and 373 K for βT and βS, respectively.
After 373 K, the calculated curves for both figures keep de-
scending below the experimental data.

Data obtained recently for the MCYna potential21 are
also illustrated in Figs. 2 and 3. The comparison shows that
the MCYna results are in much better agreement with the
experimental curve for both βT and βS. The underestima-
tion of βT and βS of water for the non-polarizable SPC/E
and TIP4P/2005 potentials and, to a much smaller extent, the
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MCYna potential can be attributed to inadequate temperature
dependence of the water structure at high temperatures pro-
vided by these potentials. As was shown recently30, 31 non-
polarizable potentials from the SPC-family underestimate the
level of water structure at temperatures approaching the criti-
cal temperature, particularly number of hydrogen bonds.

It is well known36 that water at critical conditions main-
tains a much more stable shell structure and higher level of
H-bonding then predicted by any potential model. Svischev
and Kusalik,37 and Shiga and Shinoda38 identified a specific
feature of SPC based models that could be responsible for un-
derestimating H-bonded configurations. The rotational self-
diffusion coefficient37 in the H-bonding plane for the SPC/E
potential is half the value observed for other planes. That
is, the angle between the intra-molecular H–O covalent bond
and intermolecular O···O vector (H–O···O) for the H-bonded
pair can occur within a narrow range of values. Path integral
molecular dynamics (PIMD) simulations have revealed38 that
the quantum corrections significantly broaden the H–O···O
angle distribution in both liquid and solid phases, allowing
for better H-bonding.

Although quantum correction calculations remain com-
putationally and theoretically challenging, accounting for
polarisation interactions or bond vibrations can improve pre-
dictions of the density dependent properties such as com-
pressibilities, thermal expansion, and thermal pressure coef-
ficients for a wide range of state points. Recent simulation
studies30, 31 using the MCYna potential, which takes into ac-
count non-additive effects like polarization, have reported an
improved description of the H-bond network and shell struc-
ture even at high temperatures.

E. Thermal pressure coefficient

The thermal pressure coefficient is defined as the dif-
ferential dependence of pressure on temperature of a system
perturbed by a change in temperature where the volume re-
mains constant. It is closely related to various properties such
as internal pressure, speed of sound, the entropy of melting,
isothermal compressibility, isobaric expansibility, etc.

The thermal pressure coefficient as a function of temper-
ature is illustrated in Fig. 4. γV values for the SPC/E and
TIP4P/2005 potentials start from 0.731 and 0.618 MPa/K,
respectively, and increase almost linearly until the boiling
temperature. Thereafter, γV starts slowing down, peaking at
around 550–580 K with a further tendency to decrease. Both
the SPC/E and TIP4P/2005 potentials give higher values of
γV than the experimental data throughout the whole temper-
ature range. The results for the TIP4P/2005 potential are in
slightly better agreement with experiment than the SPC/E
data. Our observations are consistent with results reported in
the reviews of Wu et al.10 and Vega and Abascal.11 All non-
polarizable water models vastly overestimate the pressure co-
efficient at 298 K. Over estimation of the experimental value
γV = 0.436 MPa/K by some 30%–200% strongly indicates
that all non-polarizable water models reported in Refs. 4 and
6 fail to describe the temperature dependence of pressure at
ambient conditions.

It is apparent from the comparison given in Fig. 4 and
Table II that the MCYna potential yields the closest agree-
ment with the experimental data. This may reflect the better
description of interatomic interactions given by the MCYna
potential, namely, the contributions from non-additive terms.
Experimentally, the thermal pressure coefficient becomes
negative at temperatures less than 277 K with anomalous den-
sity behavior.35 Positive values of the thermal pressure coef-
ficient at all temperatures studied implies that water does not
show anomalies at a density of 0.998 g/cm3.

F. Thermal expansion coefficient

The thermal expansion coefficient is a measure of the ten-
dency of matter to change volume in response to a change
in temperature. While anomalous volume behavior of water
and ice in the temperature region from −4 until +4 ◦C is well
known, the present data provide information about the tem-
perature dependence of αP at constant volume. Simulation re-
sults for αP are compared with experimental data for water
in Fig. 5. Unlike constant pressure data,2 values of αP at con-
stant volume increase more slowly, starting to slow down after
350 K and eventually peaking at around 425–450 K. The ini-
tial increase in αP can be attributed to the temperature driven
collapse of water structure rather than lowering of water den-
sity. Thereafter, the decrease in thermal expansion coefficient
is caused by the constraint imposed on the system’s volume.

Values of αP calculated from the method described in this
work at 298 K for SPC/E (3.482 × 10−4/K) and TIP4P/2005
(3.076 × 10−4/K) models are in much better agreement with
the experimental value 2.56 10−4/K than most of the water
models reported in Refs. 10 and 15. For example, the value
of αP for the SPC/E potential obtained from the fluctuation
formula is 5.14 × 10−4/K. In the temperature range of 298–
425 K, the thermal expansion coefficients obtained using the
SPC/E and TIP4P/2005 potentials overestimate the experi-
mental data. Peaking at around 425 K both curves start to
decrease, significantly deviating from the experimental data.
It is apparent that MCYna potential most closely mimics the
behavior of the IAPWS-95 curve.

The temperature trend is caused by the interplay between
isothermal compressibility βT and pressure coefficient γV (see
Table I). According to the classical fluctuation formula,15 βT

is proportional to volume fluctuations. As can be seen from
Figs. 3 and 4, the density constraint means that, shortly af-
ter the normal boiling temperature, local volume fluctuations
decrease with temperature and outweigh the increase in pres-
sure. This temperature dependence of local volume fluctua-
tions is a characteristic of the NVT ensemble and plays im-
portant role in other density dependent properties, such as the
Joule-Thomson coefficient and speed of sound.

G. Isochoric and isobaric heat capacities

The isochoric and isobaric heat capacities of water as
a function of temperature from our simulations and experi-
mental data are illustrated in Figs. 6 and 7, respectively. The
curves from both water models decrease progressively with
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increasing temperature, following each other rather closely.
The TIP4P/2005 potential gives slightly higher values of CV

and CP than the SPC/E curve at ambient conditions and
slightly lower at high temperatures. The behavior of the CP

curve is especially interesting because it does not show any
minimum. The presence of a shallow CP minimum at around
309 K and subsequent increase with temperature, at constant
pressure conditions,2 is caused by rearrangement in water
clustering and the consequent increase of enthalpy. However,
at constant volume, the values of CP gradually decrease for
the whole temperature range. At high pressures and temper-
atures the water structure apparently keeps deteriorating and
the enthalpy decreases.

While agreement with IAPWS-95 data is quite good for
isochoric heat capacity, with the exception of too high values
at 298 K, the isobaric heat capacity curve deviates from the
experimental data much more. As is evident from the relation-
ships in Table I, the isobaric heat capacity is derived from the
values of isochoric heat capacity and compressibilities. There-
fore, an error in either of these thermodynamic quantities will
be reflected in the results for the isobaric heat capacity. Exten-
sive data for other potentials at different temperatures are not
available in the literature. As can be seen from the compari-
son in Table II and the recent review by Mao and Zhang,34 all
non-polarizable potentials over-predict values of CV and CP

at 298 K and 0.1 MPa, by at least 7%. This inadequacy has
been observed for quite some time and it has not been recti-
fied by the development of new rigid or flexible water models.

It is sometimes suggested that the over-prediction of CP

is caused by a failure to address quantum influences,38, 39 bond
vibrations,10 and polarization effects. Shiga and Shinoda38

performed extensive PIMD calculations of vapor, liquid, and
ice using a flexible SPC/F water model.40 The CV of ice and
vapor was accurately reproduced whereas CV for liquid water
was 23% smaller than the experimental value 74.44 J/mol K.
Nonetheless, this is a significant improvement over the clas-
sical SPC/F value of 116.395 J/mol K. Vega et al.39 used a
quantum corrected version of the TIP4P/2005 potential and
obtained a value of CP that was approximately only 5.8%
less than the experimental value 75.312 J/mol K. Shiga and
Shinoda38 observed that success in predicting CV for vapor
and ice indicates that the vibrational heat capacity is predicted
correctly, whereas underestimation in liquid phase means an
inadequate description of hydrogen-bonded configurations.

Accounting for polarisation effects is a viable alternative
to costly PIMD simulations because the classical treatment
of intermolecular bond vibrations causes significant overes-
timation of heat capacity.10, 40 Abascal and Vega15 showed
that including the self-energy correction8 helps to bring val-
ues of heat capacity CP and heat of vaporisation (�Hv) sig-
nificantly closer to experimental values by reducing non-
corrected values of CP and �Hv by more than 11% each.
However, the self-energy correction �Epol = ( �μl − �μg)2/2α

for the SPC/E and TIP4P/2005 is constant because the liq-
uid and the gas phase dipole moments of these models are
constant. Increasing deviations of CV and CP in the high tem-
perature region on Figs. 5 and 6 indicates that constant �Epol

alone cannot improve heat capacity predictions in the wide
temperature range.

Heat capacities obtained from the MCYna water poten-
tial, which explicitly accounts for polarization interaction via
induced dipole moment (see Eqs. (9)–(11)) are also presented
in Figs. 6 and 7. The MCYna potential gives remarkably good
agreement of CV values with IAPWS-95 data, while CP val-
ues underestimate the experimental data throughout the whole
temperature range. It is apparent from the comparison of the
isobaric heat capacities (Figs. 6 and 7) that the MCYna po-
tential yields the best agreement with experiment. The su-
periority of the polarizable MCYna results over nonpolariz-
able SPC/E and TIP4P/2005 results clearly demonstrates the
importance of polarization as a key-contributing factor. The
MCYna calculations did not need to invoke quantum correc-
tions to obtain good agreement with experiment.

H. Joule-Thomson coefficient

Joule-Thomson expansion,17, 18, 41 or throttling of a fluid
of constant composition is a closed-system process occurring
between initial and final states at pressures p0 and p1, with p0

> p1, for which the system enthalpy remains constant. The
sign of the Joule-Thomson coefficient μJT at any given state
determines whether the fluid is cooled (μJT > 0) or heated
(μJT < 0) for a small change in pressure at constant enthalpy.
Joule-Thomson heating of water is of particular interest in in-
dustry because it has a significant influence on temperature in
and around injection wells.

The simulation results are compared with experimen-
tal data in Fig. 8. The Joule-Thomson coefficient is neg-
ative for the entire simulation region, which naturally
indicates heating of water at increased pressures. All three
potentials fail to reproduce temperature dependence of μJT.
Both the TIP4P/2005 and SPC/E potentials give too high val-
ues of μJT at temperatures up to 420–500 K. After this tem-
perature region, results from both non-polarizable potentials
start to decrease almost linearly. Only the MCYna potential
qualitatively reproduces the behavior of the experimental data
at all temperatures, although the value of the Joule-Thomson
coefficient is under-predicted. The disparity increases with
increasing temperature. Using well-known thermodynamic
relationships24 we can rewrite the formula for μJT from
Table I in the following form μJT = V

Cp
(αP · T − 1) and it is

immediately apparent that the observed temperature depen-
dence of the Joule-Thomson coefficients is consistent with
the trend observed for the thermal expansion coefficient (see
Fig. 5).

I. Speed of sound

The speed of sound in water42, 43 as a function of temper-
ature is illustrated in Fig. 9. The thermodynamic properties
at constant volume behave quite differently than at constant
pressure. Similar to many other thermodynamic properties,
the speed of sound at isobaric conditions goes through a peak
at around 348 K and than decreases with temperature.2 At iso-
choric conditions compressibility does not have a minimum,
and simply decreases with temperature. The thermodynamic
speed of sound is related to the propagation of an adiabatic
pressure wave. As can be seen from Table II, w0 is inversely
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proportional to the adiabatic compressibility, and therefore,
keeps freely increasing with temperature and pressure.

Results from the TIP4P/2005 and SPC/E potentials
shown in Fig. 9 are only in qualitative agreement with the ex-
perimental data. Starting from values at 298 K of 1420 m/s
(TIP4P/2005) or 1460 m/s (SPC/E), the simulation results
cross the experimental data at approximately 373 K. In both
cases the predicted speed of sound increases linearly with
temperature, almost doubling in value at 650 K. The speed
of sound is inversely proportional to square root of density
and adiabatic compressibility βS of water (see Table I). While
the overall density of a system remains constant, it is the adia-
batic compressibility (see Fig. 3) that determines the tempera-
ture dependence speed of sound. The high values of w0 could
be attributed to specific structure and local density behavior of
TIP4P/2005 and SPC/E models. It has been shown,43 that over
a range of high frequencies (>4 nm−1) liquid water behaves
as though it is a glassy solid rather than a liquid and sound
travels at about twice its normal speed (∼3200 m/s, similar to
the speed of sound in ice Ih).

It is apparent from Fig. 9 that the MCYna potential yields
the best agreement with the experimental data for tempera-
tures up to 400 K. At higher temperatures the MCYna poten-
tial also over-predicts the speed of sound, however, to a much
smaller extent than the non-polarizable potentials.

IV. CONCLUSIONS

Results for both the TIP4P/2005 and SPC/E potentials
are only in qualitative agreement with experimental data for
water. At temperatures greater than 400 K, the TIP4P/2005
and SPC/E potentials fail to accurately reproduce the ther-
modynamic properties of liquid water. This is consistent with
other work,10, 11, 34 that indicated that all non-polarizable wa-
ter models give values of heat capacities, compressibilities,
and thermal expansion coefficient are in poor agreement with
experiment even at 298 K and 0.1 MPa. To the best of our
knowledge, our values of the Joule-Thomson coefficient and
the speed of sound of SPC/E and TIP4P/2005 potentials are
the only available data.

It is difficult to unambiguously differentiate between
the SPC/E and TIP4P/2005 for thermodynamic properties.
Although both potentials fail at high temperatures, at tem-
peratures up to 400 K both models reproduce the overall
experimental trend, with the SPC/E results being slightly
closer to the IAPWS-95 reference data.33 Deviations ob-
served in the high temperature and pressure region can be
attributed to the following reasons. Non-polarizable poten-
tials like TIP4P/2005 and SPC/E significantly underestimate
the water structure and H-bond network at high temperatures.
According to these models, at high temperatures, water has a
very small 1st oxygen-hydrogen solvation shell and an almost
vanished 2nd solvation shell. However, recent in situ x-ray
diffraction experiments of Ikeda et al.44 and Weck et al.45 in-
dicate much better conservation of water shell structures and
H-bonding at extreme pressures and temperatures. Further-
more, the ab initio calculations of Kang et al.46 indicate a
conservation of 50% of H-bonds above 800 K. From a ther-
modynamic point of view, the deviation from the reference

data of the speed of sound, thermal pressure, thermal expan-
sion, and Joule-Thomson coefficients for all three potentials
can be attributed to the inadequate prediction of ∂p/∂T and
∂V/∂p. This reflects that the temperature dependence of H-
bonding and spatial shell structure is inadequately predicted
by the SPC/E and TIP4P/2005 potentials.

An important factor for improving MD results for po-
lar liquids like water is the inclusion of interaction terms
that better describe changes in physical conditions at variable
temperature and pressure. Quantum corrections could poten-
tially improve prediction of thermodynamic properties of wa-
ter, however few calculations in this direction have been done
so far.38, 39 Accounting for the self-energy correction could
certainly improve calculations of heat capacity and vaporiza-
tion enthalpy, however it remains limited to ambient or near
ambient conditions.8, 15

Vega and Abascal11 suggested including polarizability to
improve agreement with experiment and our analysis strongly
supports this conclusion. Our comparison with the most re-
cent simulation data21 obtained from the polarizable MCYna
potential indicates that very good agreement with experimen-
tal data over the entire liquid range of temperatures is pos-
sible when polarization effects are included. Indeed, in some
cases, the effect of including polarization is to transform poor
agreement with experiment to near perfect agreement. Signif-
icantly, this is achieved without any arbitrary optimization of
theory with experimental data. The data clearly indicate that
accounting for polarization is important for accurately pre-
dicting the thermodynamic properties of water.
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APPENDIX: EVALUATION OF PARTITION FUNCTION
DERIVATIVES �mn

Derivatives17 for the right-hand side of Eq. (2) used to
evaluate the thermodynamic quantities in Table II:
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(
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where F is total number of degrees of freedom of the system
of molecules and β = 1/kT.
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